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1.0 Introduction

The Automated Knowledge Generation system was proposed to the NASA

Kennedy Space Center's Advanced Projects Office in August of 1987 as a possible

means of solving the knowledge engineering problem associated with the

creation of data bases for model-based reasoning systems. Computer Aided

Design (CAD) databases were identified by NASA as a potential source of

information for an automated knowledge generator (AKG) program that would

convert CAD representations to model-base representations for use by

automated reasoning programs. NASA funded an earlier study to convert CAD

representations using a simple symbolic translation scheme; however, it was

determined that the requisite functional knowledge required by the automated

reasoning system targets could not be elucidated by a translator. The proposal

offered by the University of Central Florida (UCF) was to construct a system that

would use techniques of relaxation labelling borrowed from machine vision

research to solve the problems of CAD database conversion to knowledge bases.

In September of 1987, NASA awarded Drs. Avelino Gonzalez and Harley Myler of

the UCF Computer Engineering Department a three-year grant to study and

construct an Automated Knowledge Generation system.

This document gives a brief description of the AKG system, summarizes the

results of research into the AKG system in the final year (1989-90), and

discusses future research issues related to AKG. For a more complete description

of the AKG system and details of it's theory and operation, the reader is directed

to the following documents available from the University of Central Florida

Library, 2500 University Blvd., Orlando, Florida, 32816:

• Functional Conflict Resolution in Automated Knowledge Generation, Ph.D.
Dissertation, Massood Towhidnejad, August 1990.

• The Use of Constraints to Represent Process System Knowledge in Automated

Knowledge Generation, MS Thesis, Frederick D. Mackenzie, May 1990.

• A Mega-heuristic Approach to the Problem of Component Identification in Automated Knowledge
Generation, MS Thesis, Robin Rouch Kladke, December 1989.

In addition to the above, a number of papers have been published that describe

various aspects of AKG. Copies of these publications can be found in Volume II of

this report. Consult the bibliography at the end of this document for publications

important to AKG in general, specifically the papers discussing the NASA

Knowledge-Based Autonomous Test Engineer (KATE) and model-based reasoning
systems in general.



2.0 Automated Knowledge Generation

The UCF AKG system is an automated reasoning tool designed to convert

schematic descriptions of process control systems into model-base

representations for use by automated diagnostic and control reasoning systems.

Relational or hierarchical databases of Computer Aided Design systems may be

accessed for input data to AKG, or the graph descriptions can be constructed

manually from drawings. Figure 1 illustrates the data stream to AKG. As can be

seen from the diagram, AKG requires only a Component list and a To-From

connectivity list between the components.

label a
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Figure 1. AKG Data Stream

The component labels, ideally, describe the component clearly and completely.

For example, 2-Way Butterfly Valve is a clearer description of a component than

the abbreviation But-fly vlv and is more complete than just 2-Way Valve. Any

of these labels is better than a non-descriptive label such as A213450 that

simply indicates a part number from a parts list. The labelling approaches used

on both CAD and manually generated drawings vary widely and cannot be

assumed to contain all the information necessary to derive complex model-bases.

In order to adequately label the components derived from a drawing of a

process system more information must be garnered. The AKG system does this

by propagating information through the component graph using natural
connectivity constraints. AKG must have seed data that is both true and

consistent. This data must come from either the input data (labels) or from the

human operator. Once AKG has seed data, it can begin the process of propagating
known labels to unknown labels--what is referred to as resolving.

The AKG program follows good software engineering design methods and is

highly structured and modular. Structured programming allows a complex
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system to be easily understood in terms of function and data flow while

modularity allows easy modification and configuration management control. The

AKG system diagram is shown in Figure 2. AKG consists of a number of processes

that each perform a specific and important function in the creation of a

knowledge base. The entire system is written in Common Lisp and runs on a

Symbolics 3600 series AI workstation or equivalent.
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Figure 2. AKG System Diagram
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Data enters the AKG program in the form of two ASCII files, compoc.dat and

tofromc.dat. These names are not shown in the diagram. The files can be

generated by a CAD system or by hand.

The compoc.dat has the following format:

Component Name

PW #3
OPAMP #2

R3
R4
R5

Component Description Units

Power Supply VDC
OPERATIONAL
AMPLIFIER
RESISTOR OHM
RESISTOR OHM
RESISTOR OHM

The tofromc.dat has this format:

Component Name Connecting Point Component Name Connecting Point

PW #3 + R3 a
PW #3 R4 a
R3 b OPAMP #2 I
R4 b OPAMP #2 J
R4 b R5 a
OPAMP #2 O R5 b

These files are read into AKG by its ACCESS process and converted into two

global lists, the component-data-list and the to-from list. The component-data-

list is used by the SPAWN process to create a unique software object for each of

the components and this object set is called the object cluster. A third process,

the Connection Generator, uses the to-from list to provide connectivity

information to the object cluster. At the completion of these three processes, AKG

has stored in memory an object-oriented representation of the original process

system drawing as a sparsely connected graph. The object-oriented

representation allows for easy manipulation of the graph and this capability is

essential to the process of determining an adequate set of models for the process

system.
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The internal representation used for each of the components in the object-
cluster is given below:

(objectPUMP
(typeSOURCE)
(inputs((ELECTRICAL-SOURCEANALOG-VALUE) (FLOW-INPUT

ANALOG-VALUE) (PRESSURE-INPUTANALOG-VALUE)))
(outputs(FLOW-OUTPUTANALOG-VALUE)))
(output-functions(FLOW-OUTPUT(IF (AND ELECTRICAL-SOURCE

FLOW-OUTPUT)(SQRT(/(- MAXIMUM-PRESSURE
PRESSURE-INPUT)(+ PUMP-CVTOTAL-CV)))
0.0)))

(parameters ((PUMP-CV 15.4) (MAXIMUM-PRESSURE 6.5)))
(strong-constraint (TYPE-OF-OUTPUTS TYPE))
(normal-constraint (UNITS))
(weak-constraint (RATING DELAY))
(delay 2)
(units (FLOW-INPUT GPM)))

Note that this representation is frame-like. The frames of the object-cluster,

when complete, are translated by the BUILDER process into the data

representation required by the automated reasoning system target. The BUILDER

is nothing more than a formatter and is easily modified to output data to any

model-based reasoning target system if the knowledge-base consists of

component representations mapped directly to components of a system drawing.

AKG cannot accommodate specialized functions that are not present on the

system drawing. AKG can create pseudo or meta-componentst if the objects are

present in the input data (compoc.dat and tofromc.dat files). AKG cannot resolve

pseudo or meta-components if their descriptors are not present in the

component database.

The process of converting the graph component label nodes into a knowledge

base begins with a table-lookup type of operation. The process is essentially a

matching operation between the labels and known components in a database.

The matching is performed by a lexical analysis of each component label by the

PARSER process. The PARSER checks the label against labels stored in the

COMPONENT KNOWLEDGE BASE (CKB). The CKB consists of a hierarchial tree of

objects beginning with a small number of root nodes that represent generic

object classes such as valves, transducers, etc.. The nodes decrease in generality

until a specific component is represented at the leaves, for example, a manual

ball valve. Each component in the CKB has a complete functional description that

is retrieved and stored temporarily within AKG. After the object cluster has been

parsed against the CKB, the conversion process is finished--unless there are

t components not represented by a physical object; e.g., flow or pressure.



unresolved components. In this case, AKG uses it's RESOLVER module to attempt

to determine the nature of the unknown objects using constraint propagation.

The user interface to AKG uses the bit-mapped graphic windowing capabilities of
the Symbolics to provide a simple operating environment from which to

generate knowledge bases. The process is interactive and requires human

attendance; however, AKG was designed to be operated by a domain expert, in

this case the process engineer. Section four of this report Using the AKG System

discusses a knowledge base generation session with AKG on a typical process
control system.

3.0 Accomplishments

The primary accomplishment of the final year of research and the completion of

the grant was to finish the Automated Knowledge Generation system as

described and discussed within reports over the last three years. The system is

fully functional and capable of converting CAD data automatically into

knowledge-bases with minimal human involvement. There are a set of caveats

that accompany the previous statement and these are:

• CAD system data must be in the form of two lists, one of component labels

and one of component interconnectivity.

° The automated reasoning system target must:

• be frame-based, and

• assume one-to-one correspondence between components in the system
acted on and the model-base.

AKG, at present, is written in Symbolics TM Common Lisp and may only be run on
Symbolics TM machines or emulators.

A number of tests have been run to verify the operation of AKG. The tests

include process systems and special experiments derived from digital circuits.

These are discussed at length in the dissertation listed in Section 1.0. The

limitations to AKG are bounded by the amount of information contained in the

Component Knowledge Base and the representation required by the target

reasoning system. In Section 4.0, we discuss a primary source of AKG

incompatibility, the use of pseudo-objects to describe conceptual entities that are

not inherent to a process drawing.
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4.0 Pseudo-Objects Analysis

Pseudo-objects are objects or frames that represent engineering concepts (flow,

resistance, pressure, temperature, etc.) of specific components or a group of

components. They may even form a network that does not necessarily

correspond to the way in which components are physically connected, but that

interacts with such a network of interconnected components.

In the case of KATE, pseudo-objects are needed to completely describe system

functionality and are used to mediate the relationships between structurally

remote components. KATE does not expect to find a direct connection between

two physical objects or components that are remote structurally. In addition,

pseudo-objects are also used to localize complex computations such as collecting

all the information about a specific concept or property, making a calculation

based on the information and passing the result to a physical component

(usually a measurement component) or to another pseudo-object for further
calculations.

In order to add pseudo-objects to a model base of a system, the complete

structure of the system must be known. The entire system structure is needed,

because, as mentioned previously, even though a specific transfer function is

associated with each component, when all the components of a system are

connected, the properties from components upstream and downstream a specific

component affect such component's transfer function. Thus, pseudo-objects take

care of the relationships among the engineering concepts that arise from the

assembly and connection of the whole system and its actual functioning.

Consequently, to derive pseudo-objects for a system, some type of network

analysis is needed. The flow of the system is analyzed to produce the network
of pseudo-objects.

It seems that pseudo-objects may be avoided by allowing structurally remote

and functionally related objects to be directly connected in the model and by

allowing multiple transfer functions in the object of a single component.

According to (Scarlet al., 1987), the engineering concepts represented by

pseudo-objects could be left implicit in the objects of the physical components,

but it is usually conceptually cleaner to represent them separately. As discussed

before, they localize complex computations and allow for the representation of

global engineering concepts for the entire system as well as for subsystems.

Besides, the use of pseudo-objects eases the process of functional inversion in

KATE by avoiding objects with multiple transfer functions.

Examples of the clarified representation provided by pseudo-objects are

observed in the model of the Red Wagon System constructed for KATE. In that
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model, separate pseudo-objects were used to calculate the admittances of
several subsystems like the all-pumps circuit (four pumps with their associated
valves and flow sensors), the feedback area (a valve and a flow sensor) and the
fill circuit (two valves and two flow sensors). Each of these pseudo-objects
obtained the values for their inputs from other pseudo-objects that calculate
admittances for smaller subsystems. The inputs of this network of pseudo-
objects come from physical objects. In this way, pseudo-objects kept this
network of calculations out of the physical component objects. At the same time,

subsystems (subgroups of components within the entire system) have their

properties represented making it possible to recognize subsystems during

diagnosis as the cause of failure and to descend into these subsystems and

attempt to isolate a culprit assuming single-point failure (see NASA AI Lab

Memos listed in the Bibliography).

The inference engine in an automated reasoning model-based system, in this

case KATE, has several functions. It simulates the behavior of the real system
by means of the model, compares the values calculated in the model with those

measured in the real system, and then searches upstream and downstream for

the cause of any disagreement between these values. Such discrepancies are

used for automatic control error signals or may be evaluated to indicate the

malfunctioning of one or several components. When looking for a faulty

component, KATE goes from measurements (that indicate disagreement with

calculated values in the model) to commands, performing the process of

functional inversion. When going back through the objects to the commands, the

transfer function of each object is inverted to get values for the input(s) given

the output. With multiple transfer functions, one of the problems to face would

be the many more paths to explore in the network of objects because of the

multiple functions to invert in a single object. Consequently, objects with

multiple transfer functions (often referred to as multiple-output objects) are

avoided because they complicate the process of functional inversion that KATE

performs to locate faulty components.

The above arguments explain in some way the presence of pseudo-objects in

KATE's models and give very general guidelines for their use, but from the AKG

standpoint it is important to determine what it takes to automate the generation
of such pseudo-objects.

The issues concerning the automated generation of pseudo-objects mainly relate

to one of the following requirements. First, a standard, more specific procedure

or mechanism for the manual generation of pseudo-objects is needed. Second, in

the case of the calculation of some global engineering concepts represented by

pseudo-objects, the network analysis required to produce their transfer function

must be represented in some useable way.



The NASA/Boeing team has been successful in the creation of models for real
systems, models that have included a great deal of pseudo-objects (Belton et al.,
1990). The LOX, Purge Demo, and ECS systems were successfully modelled with
the original KATE frame representation and the Red Wagon System was the first
one to be represented as a working model with the most recent KATE frame
representation format (NASA AI Lab, 1990), which is also being used for the
creation of a model for the Water Tanking (ALO-H20) System. Since there could
be many right ways of modelling a system, the team has not been able to be
consistent in the creation of these knowledge bases, thus causing difficulty in the
establishment of specific guidelines for knowledge base (and pseudo-object)
generation. Representation inconsistencies like the following have been found
mainly from observations made in the models of the Red Wagon System (RWS)
and the Water Tanking System (WTS). Some components are modelled with
frames containing different slots in each one of these systems; also, other
components are modelled with a different number of pseudo-objects in each
system. For example, a simple flow meter is described in the RWS by a frame
with the following slots:

(inputs fluid-in flow-in)
(outputs elec-out flow-out)
(output-functions (elec-out (/ flow-in 1.07))).

In the WTS, however, these slots are shown for a similar flow meter:

(inputs flow-in)
(outputs flow-out)
(output-functions (flow-out flow-in)).

Some other components with different slots from one system to the other are the
pump, the vehicle tank, and the storage tank. In the WTS, the pump and the
motor that drives it are modelled separately; meanwhile, in the RWS, the motor
is not modelled, but the pump is modelled with its admittance and pressure
considered separately as pseudo-objects.

If these apparent inconsistencies in representation respond to the needs of the
particularsystem, this confirms the need for a deeper study of the issues
involved in component representation and the particularities and varying needs
of different types of systems and various arrangements of the same system. The
representation of transfer functions and pseudo-objects is too domain-specific
and system-specific. For example, the same valve might need different transfer
functions for the same property and, consequently, different pseudo-objects
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depending on its position in a system. Also, depending on the domain involved
and the measurements in the system, a component might need a transfer
function for a different engineering property from the group of properties that
can possibly be modelled in that component.

At some point, there was some disagreement among KATE developers about
having either multiple-output or single-output objects (Belton et al., 1990). The
choice between these two dictates the degree to which pseudo-objects are going
to be used since the multiple-output approach require less use of pseudo-objects
than the single-output approach. Multiple-output objects allow multiple transfer
functions and the pseudo-objects are relieved from the task of representing the
additional engineering properties. The team suggested in one occasion (Belton et
al., 1990) the assumption of objects with a single transfer function and the
identification of a unique concept different from all real outputs to be the only
output for each component. The transfer function would determine the value of
this unique output that would unite and relate all the component's real outputs,
which were going to be transferred to separate pseudo-objects. The
identification of this unique concept would require a good amount of knowledge
of component design and the behavior of components in different systems•

In the RWS overview diagram shown in figure 3, the area that includes the
pumps, the manual valve, and the storage tank is marked. The group of frames

_.[li='I]L:I_iSCHEMAT[C PLOT REE

Select 0ptions

....... -----O-. _ ....

...... --__

Cantral _tq-_-a_lT_l Silo|ire KB Hardcooy Configure Ex

eg

Poo. elol

D
:---.....__ ..... iI _ :", ._.

-ii"

Rid Nalon Test Artl©le

b,, _e

-e

J_|tl_ O_lritl_ WIr, m_

_._.,_ _ ,D._,mm,-,.,... . vie-teD I"

,_ _ el.,.m_u _ lore. w,-ctm nil
vlI-_ !

L"_"_I _ P,',IaQ w, la _,_ 1.

tile Ulnd_ Melli UIn _ a i o_. .

Figure 3. Red Wagon System (RWS) Overview
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of the RWS knowledge base that represents this small area is illustrated in figure
4. Each box in figure 4 represents the frame of a physical component, each circle
represents the frame of a pipe, and each ellipse represents the frame of a
pseudo-object. The arrows indicate the direction of the flow of information
between object frames. In the RWS knowledge base, a single transfer function
per frame was used. If more than one engineering property required a transfer
function in the component, pseudo-objects are used. That is why components
like the storage tank and the pumps are surrounded by pseudo-objects. If
multiple transfer functions would have been allowed in the RWS knowledge
base, there would be less pseudo-objects around the objects representing real
components.

In order to produce the transfer functions for the pseudo-objects representing
global engineering concepts, network analysis needs to be performed. For
example, Charles Goodrich obtained the transfer functions for the admittances,
pressures and flows of the Red Wagon System by reducing it to a network of
electrical components (Goodrich, 1990). He considered the tanks as voltage
sources and the pumps, sensors, pipes, and valves as resistors, each of which had
an associated admittance. He used the equation

flow = (pressure) 1/2 * admittance,

which reminds one of Ohm's Law. The need for this type of analysis requires a
great deal of system design knowledge in the different domains handled by
KATE.

Object-oriented programming is a good technique for modelling systems for
diagnosis and control. However, for the automated creation of pseudo-objects
that require network analysis, a more global method of system representation is
needed. This is because as indicated by (Borning, 1981), object-oriented
languages generally emphasize a very localized approach to interaction, that is,
an object interacts with other parts of the system only by sending and receiving
messages to other objects that it knows about. For network analysis, the global
view of the entire system is needed.

From this network analysis, KATE developers generate a complete network of
pseudo-objects. For instance, this can be seen in the RWS knowledge base, in
which some sections include complete networks of just frames of pseudo-objects.
In figure 5, again, each box represents the frame of a physical component, each
ellipse represents the frame of a pseudo-object, and the arrows indicate the
direction of the flow of information between object frames, in this case, most of
them, pseudo-objects. In this group of frames, the total admittance of the areas
where the pumps are found is being calculated in a pseudo-object (called ALL-
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PUMPS-CIRCUIT-ADMITTANCE) by adding admittances from two subsystems in

the RWS that contain pumps, the fill pumps area and the replenish area. These

subsystem admittances are being calculated in pseudo-objects (FILL-PUMPS-

CIRCUIT-ADMITTANCE and REPLENISH CIRCUIT ADMITTANCE) that, in turn,

obtained values from other pseudo-objects that calculate the admittances for

other subareas (PRIMARY-FILL-PUMP-ADMITTANCE and SECONDARY-FILL-

PUMP-ADMITTANCE in the case of FILL-PUMPS-CIRCUIT-ADMITTANCE). The

sequence of pseudo-objects continues in this way until the values are obtained

from the individual physical components in the subsystem (like the pump P3

and and the valve V10). The network does not stop here, however, since these

pseudo-objects are, at the same time, being utilized by other pseudo-objects that

calculate the values of other engineering properties needed by measurement
devices.

The difficulty in generalizing the generation of pseudo-objects provokes the

thought that there might be alternative approaches to the use of pseudo-objects.

Pseudo-objects might be eliminated if some way to represent the system more

globally forming modules (collection of parts or objects) out of those frequent

arrangements of components that have some kind of common property or

engineering concept that needs to be represented. Some ideas are described by

(Davis, 1985) and (Borning, 1981). The modules would be a group of

components and, at the same time, each would have a transfer function of its

own describing a global property. The problem with this approach is that there

might be an infinite number of arrangements of components to be represented.

A generalization of the procedures to manually generate pseudo-objects is

needed to automate the process. However, this generalization could be possible
only after actually modelling many systems of all kinds, which will allow an in-

depth look at many different situations. Generalization from observations in a

few KATE models or from interviews with members of the KATE developing

team, especially when there is no consensus of opinion among them, is not
feasible.

In order to automate pseudo-objects, a consistent procedure to implement them

manually must be agreed upon first. The only guidelines available, which are

found in (NASA AI Lab, 1990), are still too vague and leave ample room for a

myriad of interpretations. Pseudo-objects have worked, but a standard for them

has not been adopted. A deeper study of the issues involved in their

implementations and the particularities of the multiple different systems that

KATE may handle is another research topic altogether. The degree to which

pseudo-objects are used will depend on the approach taken to represent

functionality in the frame-based knowledge base. This choice of the approach
will take into account the limitations and capabilities of KATE itself in terms of
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the methods used by it to make pertinent diagnostic and control functions. This
new research should lead to generalizations, if this is at all possible, that allow
the creation of a more standard procedure to generate pseudo-objects that could
be used in automation. Automation later will have its own issues, including
those pseudo-objects that represent global system engineering concepts that
might not be easily handled in an object-oriented environment and that might
need a more global approach of representation.

5.0 Conclusion and Areas for Future Research

The Automated Knowledge Generation project has been a learning experience for

both NASA and the University of Central Florida. The original goal of automating
knowledge acquisition has been met, however, the system described has

limitations that can be reduced with further research and development. We have

identified two basic areas that show promise for new research efforts that build

on the lessons learned from the AKG study. In addition to new research areas,

the AKG system could be greatly enhanced by relatively simple operational
improvements.

5.1 Operational Improvements to the AKG System

Translation of the AKG system from Common Lisp into C++ would greatly expand
the number of computer platforms that the software would run on. The AKG

system was designed using good software engineering practice such that all

functions are self-contained and modular. The user interface, which requires a

graphic windowing environment, is separable from the other AKG functions that

process the CAD data and interface with the Component Knowledge Base. A

window system such as X would be ideal for porting the user interface to and

would further expand the range of machines capable of running AKG software.

The Component Knowledge Base (CKB) currently holds approximately 350

entries. These were determined from the experimental systems used during the

project to test and verify AKG functions. If AKG were to be used on large,

complex systems, the CKB would require expansion. This expansion would best

be performed off-line and not by discovery. A possible option would be to

automate the buildup of the CKB, however, it may prove easier to create a

funded task to perform the work. In any event, the CKB represents a basic

boundary on AKG ability to perform and any expansion of the CKB will improve
AKG.

The use of parallel processors is becoming more frequent as newer, less

expensive, and higher performance architectures become available. The search

and constraint propagation processes that occur in AKG would lend themselves
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to parallel processing approaches. The Parser essentially searches the CKB for
each component in serial. This process would immediately improve with a
parallel architecture since these searches are independent of component.
Also, components with high confidence tend to be confined to localized areas
making the constraint propagation process an excellent candidate for parallel
processing.

5.2 Automated Design Data Capture

Design Data Capture addresses the problem of determining what methodologies
and actions lead to good engineering design. The automation of this function is

an attempt to capture information from humans that is both critical to design yet

inherently transparent to observers. A primary approach to the problem

involves capturing knowledge from designs as they are created during work

being performed through the use of a CAD system. Automated Design Data

capture can be viewed as an extension to AKG because of the ability of AKG to
access and interpret CAD.

Research into Automated Design Data Capture has been identified as a critical

area of AI research by both NASA Ames Research Center and Stanford

University. The extension of tools such as AKG to aid in these studies is a natural

direction for further research in the area.

5.3 Automated System Identification

A loose assumption often made by model-based reasoning systems that are

constructed of component models is that the components are independent in
behavior and that linear superposition of function holds. This was the situation

with the KATE system. KATE assumes that a model, visa visa component, is

independent and that all data streams in the target system are observable. The

addition of pseudo-objects to the KATE functional inversion mechanisms solves

this problem, however, as discussed in Section 4, a number of other issues

become sensitized--specifically, the consistency and standardization of the

model. AKG was designed to create model-bases with the assumptions above and

cannot accommodate complex pseudo-object structures without modifications to

the design approach. As an alternative, research into the development of an
Automated System Identification program that combines functions of both KATE

and AKG might be productive.

An Automated System Identification program would, like KATE, model the target

system dynamically and control and diagnose in real-time. Like AKG, it would

derive data from CAD representations, however, the identification functions

would operate in real-time and functional parameters would be modifiable in
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real-time. This program would be unlike KATE and AKG in that the system

model would be global in scope and not rely on individual component models.

Instead, the system would construct world models that describe physical

functionality of the system in terms of flows, both electrical, fluid, energy and

information. The checkpoints of the flow data would be prescribed by existing

sensor data determined from the CAD drawings. The world models would be

constructed from the collective behavior of the component elements in the same

way that an engineer constructs a mental representation of the system he is

working with. The system would be provided with an image scanning front end

so that ambiguities in component identification would be minimized.
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